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Motile cells depend on an intricate network of feedback loops that are essential in driving cell movement.
Integrin-based focal adhesions (FAs) along with actin are the two key factors that mediate such motile
behaviour. Together, they generate excitable dynamics that are essential for forming protrusions at the
leading edge of the cell and, in certain cases, traveling waves along the membrane. A partial differential
equation (PDE) model of a self-organizing lamellipodium in crawling keratocytes has been previously
developed to understand how the three spatiotemporal patterns of activity observed in such cells,
namely, stalling, waving and smooth motility, are produced. The model consisted of three key variables:
the density of barbed actin filaments, newly formed FAs called nascent adhesions (NAs) and VASP, an
anti-capping protein that gets sequestered by NAs during maturation. Using parameter sweeping tech-
niques, the distinct regimes of behaviour associated with the three activity patterns were identified. In
this study, we convert the PDE model into an ordinary differential equation (ODE) model to examine
its excitability properties and determine all the patterns of activity exhibited by this system. Our results
reveal that there are two additional regimes not previously identified, including bistability and
oscillatory-like type IV excitability (generated by three steady states and their manifolds, rather than
limit cycles). These regimes are also present in the PDE model. Applying slow-fast analysis on the ODE
model shows that it exhibits a canard explosion through a folded-saddle and that rough motility seen
in keratocytes is likely due to noise-dependent motility governed by dynamics near the interface of bista-
bility and type IV excitability. The two parameter bifurcation suggests that the increase in the proportion
of rough motion is due to a shift in activity towards the bistable and type IV excitable regimes induced by
a decrease in NA maturation rate. Our results thus provide important insight into how microscopic
mechanical effects are integrated to produce the observed modes of motility.

� 2020 Elsevier Ltd. All rights reserved.
1. Introduction

Cell migration plays a fundamental role in many physiological
processes, including wound healing (Li et al., 2013), axonal growth
(Zheng and ming Poo, 2007), immune response (Luster et al., 2005),
as well as in pathophysiological processes such as cancer metasta-
sis and thrombosis (Clark and Vignjevic, 2015; Ye et al., 2011). It is
regulated by a complicated network of interacting proteins that
generate complex dynamics essential for driving cellular motility
(Pollard and Borisy, 2003; Huveneers and Danen, 2009; Zaidel-
Bar et al., 2007; Seetharaman and Etienne-Manneville, 2019;
Hanna and El-Sibai, 2013; Paszek et al., 2009; Stutchbury et al.,
2017; Doyle et al., 2004). The formation of integrin-based protein
complexes called focal adhesions (FAs) allows the front of the cell
to adhere to a substrate when protruding forward, whereas their
disassembly causes the cell to detach from the substrate while
retracting in the back (Ballestrem et al., 2001). In other words,
these FAs play a critical role as force-transmission sites which
mediate cell movement. Such force is typically produced by the
actin-cytoskeleton, with actin polymerization at the leading edge
driving the protrusion of the membrane necessary for motility
(Mogilner and Oster, 1996; Pollard and Borisy, 2003).

Cellular motility involves a number of complex spatiotemporal
patterns of activity. For instance, in order for a cell to move in a
directed fashion, it must first become rear-to-front polarized, a
spatial pattern essential for cell movement. This is thought to occur
as a result of mutual inhibitory feedback loops between two mem-
bers of the Rho subfamily of GTPases; namely, Rac and Rho (Lin
et al., 2012; Holmes et al., 2012). The mutual inhibitory interac-
tions between these two proteins together with differences in dif-
fusion coefficients in their active and inactive forms are used by
the cell to produce spatially-segregated regions where the activity
f Theo-
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of one GTPase is high and the other is low, while it is the opposite
in the other region (Jilkine et al., 2007; Mori et al., 2008; Tang et al.,
2018). These regions may be either protrusive (where Rac is ele-
vated, promoting actin polymerization) or contractile (where Rho
is elevated, promoting myosin-driven contraction of the actin
cytoskeleton) (Edelstein-Keshet, 2016). Due the opposing effects
of these two proteins on cell morphology, it is typical to denote
the protrusive region as the front of the cell and the contractile
region as the rear of the cell. In the absence of chemical cues, how-
ever, these protrusive and contractile regions may form randomly
in a stochastic fashion, reducing the ability of the cell to exhibit
directed movement (Lyda et al., 2019). Interestingly, within the
context of motility, there are numerous other examples of coordi-
nated patterns of activity, not only across space but also through-
out time (MacKay and Khadra, 2020).

After a cell generates a rear-to-front polarization, its subsequent
motility involves a number of key steps: (i) protrusion, (ii) adhesion,
(iii) cell-body translocation, and (iv) de-adhesion (Ananthakrishnan
and Ehrlicher, 2007). These steps can happen either continuously all
at once or serially in a periodic manner. Often, whether a cell moves
continuously or periodically is considered to be a phenotypic trait of
a specific cell type (Lee et al., 1993; Lammermann and Sixt, 2009).
For example, fish keratocytes are widely known tomigrate continu-
ously whereas Chinese hamster ovary (CHO-K1) cells exhibit cyclic
protrusion/retraction cycles during their movement. This idea was
investigatedmore thoroughly, first in Barnhart et al. (2011) and sub-
sequently in Barnhart et al. (2017), by looking at a population of cells
and quantitatively describing the observed qualitative variations in
motility for one cell type. This is in contrast to the more common
practice of focusing on a sub-population of cells whose motility is
deemed to be representative of the cell type. Using such a compre-
hensive approach, it was found that within a population of fish ker-
atocytes, some would move continuously while others exhibit
waves of protrusion that travel from one end of the lamellipodium
to another (Barnhart et al., 2017). In addition, individual cells could
be switched between moving continuously or periodically by plat-
ing them on different substrates or treating them with pharmaco-
logical agents (Barnhart et al., 2017). This suggests that the same
machinery is working to produce both modes of motility, but that
the system can behave differently under varying conditions. A par-
tial differential equation (PDE) model that account for barbed actin
filament density, FA and VASP (an anti-capping protein that gets
sequestered by newly formed FAs uponmaturation) was developed
and used to account for actin polymerization dynamics (Barnhart
et al., 2017); this study ascertained that these differences in modes
ofmotility could be explained by intercellular variations in the rates
of various biochemical processes related to actin polymerization. By
varying two key parameters in themodel: VASP delivery rate and FA
maturation rate, they identified the parameter regimes associated
with the three modes of activity in fish keratocytes.

The formulation of the PDE model presented in Barnhart et al.
(2017) assumed that actin polymerization is inhibited by capping
proteins which prevent further growth of actin filaments, whereas
the protein VASP exerts an anti-capping effect at the leading edge
of the cell (Krause et al., 2002; Bear and Gertler, 2009). This anti-
capping action allows for enough polymerization to occur in order
for the collective force of polymerization of all filaments to over-
come membrane tension and lead to protrusion in regions of suffi-
ciently high actin filament density (Lacayo et al., 2007; Keren et al.,
2008). Protrusion of the leading edge is highly correlated with the
birth of new FAs called nascent adhesions (NAs) (Pontes et al.,
2017), and their subsequent growth and stabilization into mature
FAs (Choi et al., 2008). Interestingly, NA maturation have been
shown to sequester VASP at the leading edge (Kuo et al., 2011),
presumably antagonizing its anti-capping effect. If enough VASP
is sequestered by FAs, the leading edge will stall, but if VASP is
2

continually delivered to the leading edge (through an unspecified
mechanism), it will eventually reach high enough levels to allow
protrusion to restart. These positive and negative feedback pro-
cesses produce the sequence of events which have been hypothe-
sized to be the origin of the traveling waves of protrusion
(Barnhart et al., 2017). Furthermore, based on results of the model
and some experimental evidence in Barnhart et al. (2017), one may
conclude that a typical fish keratocyte, exhibiting continuous
motility, has a VASP delivery rate which outpaces the maturation
of its adhesions, preventing its depletion at the leading edge by
maturing NAs.

Although the PDE model presented in Barnhart et al. (2017) was
quite alluring, providing important insights into the phenomenol-
ogy observed in motile cells, it was not completely characterized.
Indeed, the study focused primarily on experimental findings with
the dynamic properties of the model left without being adequately
investigated. One important feature of this model is that it was
excitable. Excitable systems are known for their ability to generate
very pronounced responses to small suprathreshold stimuli, with
their state variables typically generating large excursions in state
space (Keener et al., 2009; Gerhardt et al., 1990). If the models that
describe these systems (i) produce an oscillatory response whose
frequency can gradually become arbitrarily small as the magnitude
of the stimulus is varied, then their excitability is referred to as
type I; (ii) produce an oscillatory response for a given range of
stimulus magnitude that abruptly turns off (i.e., becomes non-
oscillatory) outside this range, then their excitability is referred
to as type II; (iii) exhibit a single transient response regardless of
the duration (and typically the magnitude) of the stimulus, then
their excitability is referred to as type III (Hodgkin and Huxley,
1952). The presence of time-scale separation within such models
allows them to produce these excitability properties as well as
other very interesting dynamics including canards (Szmolyan and
Wechselberger, 2001; Wechselberger et al., 2013), with significant
implications on the behaviour of the physiological systems they
meant to describe. Indeed, by including noise, the dynamics of
these models become richer and more pronounced (Lindner
et al., 2004). Example of such models that feature excitability prop-
erties are quite abundant, very commonly encountered when
studying the electrophysiological properties of neurons and endo-
crine systems using ion-channel based models (Alexander et al.,
2019; Mitry et al., 2020).

In this study, we use tools from non-linear dynamics and slow-
fast analysis to investigate excitability properties of the model pre-
sented in Barnhart et al. (2017) and determine how it affects
dynamics of cell motility in fish keratocytes. This is done by simpli-
fying the PDE model into an ordinary differential equation (ODE)
model and examining the underlying dynamics of this model in
various parameter regimes in the absence and presence of noise.
Our results show that this system possesses not only type I and
III excitability, but also a new type of noise-induced excitability
(referred to hereafter as type IV) only seen recently in a Hodg-
kin–Huxley type model of cerebellar stellate cells (Farjami et al.,
2020). Using bifurcation theory and slow-fast analysis, we deter-
mine the bifurcation points that define the boundaries between
the various regimes of behaviour obtained by the PDE model (in-
cluding the newly discovered bistability and traveling wave pulse
regimes), and uncover the underlying dynamics of the system par-
ticularly when exhibiting canard explosion.

2. The non-dimensionalized model

We begin by first considering the non-dimensionalized model
of adhesion-dependent wave generation published in Barnhart
et al. (2017). This model describes the movement of the leading
edge of a cell driven by actin polymerization pushing against the
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cell membrane and the biochemical feedback this process receives
from interactions between the protein VASP and adhesion com-
plexes anchoring the cell to its substrate. We present the 1-
Dimensional spatiotemporal variant of the model, which simplifies
a 2-Dimensional spatiotemporal lamellipodium model of the cell
into an infinitesimally thin strip just behind the leading edge. As
we will demonstrate later, this 1-Dimensional formulation cap-
tures the experimentally relevant behaviour of motile cells, while
being simpler to analyze.

The spatiotemporal model presented in the supplemental mate-
rial of Barnhart et al. (2017) is given by

�
@

@T
B X; Tð Þ ¼ 1þ gBVð Þ � B

1þ AB= 1þM þ KBð Þ þ �2
@

@X
1
C

@B
@X

� �
þ Nt ð1Þ

@

@T
A X; Tð Þ ¼d� 1þ gAV þ gMMVð ÞA

1þM þ KB
; ð2Þ

@

@T
M X; Tð Þ ¼RB� hþ gMVð ÞM; ð3Þ

where B is the actin barbed end density, M is the density of mature
adhesions, A is the total local concentration of VASP, gB is the
increase in actin branching due to polymerization, R is the scaled
maturation rate of nascent adhesions, h is the scaled disassembly
rate of mature adhesions, d is the scaled delivery rate of cytosolic
VASP, gA is the scaled VASP (rearward) advection rate, gM is the
scaled adhesion (rearward) advection rate, K is the ratio of affinities
for the binding/unbinding of VASP-to-actin and VASP-to-adhesions,
V is the local velocity of the leading edge given by

V ¼ 1� Bc
B

� �8
B P Bc

0 otherwise;

(
ð4Þ

with Bc being the critical barbed end density required to produce
enough force to move the leading edge defined by

Bc ¼
R
B0
c Vdx ¼ 0R

1þ Eð ÞB0
c Vdx > 0;

(
ð5Þ

with E ¼ 0:1 being the fractional increase in membrane tension
when the leading edge is protruding, 0 < � < 1 is a small parameter
which quantifies how fast the dynamics of B are compared to A and
M; C ¼ 1þ AB= 1þM þ KBð Þ is a non-dimensional auxiliary param-
eter related to the (lateral) advective transport of barbed ends due
to actin polymerization, and Nt is a Wiener process with autocorre-
lation N Tð ÞN T � T 0� �� � ¼ N2

0d T � T 0� �
. Numerical values for all

parameters of the non-dimensional model are presented in Table 1.
Furthermore, in order for the problem to be well-posed, we need
two boundary conditions for the variable B. As in Barnhart et al.
(2017), we choose Neumann boundary conditions, given by
Table 1
Default parameter values of the model, adapted from Barnhart et al. (2017). No
specific value is assigned to d as it is used as the main bifurcation parameter, and is
taken from an appropriate range. Parameter ranges represent the physiologically
expected lower and upper bounds of these parameters.

Parameter Definition Value Range

d VASP delivery rate – 0;1� �
R Adhesion maturation rate 0.2 0;4� �
gB Advection rate for B 1 –
gA Advection rate for A 1 –
gM Advection rate for M 1 –
K VASP affinity ratio 1 0;2� �
h Degradation rate of mature adhesions 0.05 0;1� �
B0
c

Basal critical barbed actin density 4 -

E Fractional increase in membrane tension 0.1 0;1� �
� Timescale difference of the fast variable 0.1 0;1� �

3

@B
@X

����
0
¼ @B

@X

����
L

¼ 0;

where L is the length of the domain. Consistent with the results in
Barnhart et al. (2017), by using Dirichlet boundary conditions
Bj0 ¼ BjL ¼ B0 < B0

c , we obtain a similar model behaviour but with
waves initiated closer to the middle of the domain than with Neu-
mann boundary conditions (results not shown).

3. The simplified model

In order to simplify our analysis of the model, we move from a
PDE setting where dynamics vary across space and time to an ODE
setting where we are essentially considering the intrinsic dynamics
of one point along the leading edge. We will demonstrate later that
the ODEmodel captures the underlying dynamics of the PDEmodel
very accurately.

Model conversion to an ODE setting is achieved by simply

removing the diffusion-like @X C�1@XB
	 


term in Eq. (1), which

eliminates the dependence of the function B;A, and M on the spa-
tial variable X, as well as setting E ¼ 0. We will discuss these
assumptions in more detail in Section 5. These simplifications yield
the system,

�
d
dT

B Tð Þ ¼ 1þ gBVð Þ � B
1þ AB= 1þM þ KBð Þ þ Nt ð6Þ

d
dT

A Tð Þ ¼d� 1þ gAV þ gMMVð ÞA
1þM þ KB

ð7Þ
d
dT

M Tð Þ ¼RB� hþ gMVð ÞM; ð8Þ

where all variables and parameters are the same as before. For com-
patibility with the numerical continuation software AUTO-07p
(Doedel et al., 2007) that we have used to analyze the dynamics
of the model, we have slightly modified Eq. (4) to make it a contin-
uously differentiable function, given by

V ¼ exp �k
B�Bc

h i
1� Bc

B

� �8	 

B P Bc

0 otherwise

(
; ð9Þ

where 0 < k � 1 is a small parameter. Notice that by making k ! 0 ,
this velocity function defined by Eq. (9) becomes an arbitrarily good
approximation for the velocity function defined by Eq. (4) (see
Fig. 1A). We have also quantified the error that this approximation
introduces into the model by finding B, the value of B where @V=@B
reaches its maximum. The original velocity function defined by Eq.
(4) has its maximal slope at B ¼ Bc , whereas Eq. (9) has its maximal
slope at B > Bc . Therefore, by evaluating the difference B� Bc , we
obtain a simple way of quantifying the error in our approximation.
As can be seen in Fig. 1B, this error metric increases monotonically
with k and in the limit as k ! 0, we have B ! Bc . Throughout this
chapter, we have used values of k that are as small as possible while
ensuring numerical stability, choosing it to be within the range

k 2 10�5;10�2
h i

(see grey region in Fig. 1B).

In this section, we will not consider the effects of noise on the
system and thus set Nt ¼ 0. Under these assumptions, the model
becomes a simple deterministic system of ODEs which we will
now analyze to understand how the intrinsic dynamics of a single
point are reflected in the traveling wave solutions in the PDE
model.

3.1. The stalled equilibrium

From the form of Eq. (4), it is clear that the dynamics of the ODE
system may be divided into two regimes that are separated by the



Fig. 1. (A) Velocity function as defined by Eq. (4) (solid line) and as defined by Eq. (9) (dashed lines) for different values of k. (B) Convergence measure showing the difference
between the maximum slope B of the velocity function defined by Eq. (9), denoted by B, and that defined by Eq. (4), denoted by Bc . The smaller the k, the smaller this
convergence measure.
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plane B ¼ Bc . In the regime with B < Bc , we have V ¼ 0 and the cell
is stalled due to insufficient actin polymerization; this produces a
simpler dynamical system for which we may solve for its steady
state, the stalled equilibrium B0;A0;M0ð Þ, given by

B0 ¼ 1
1� d

; A0 ¼ d h �dþ K þ 1ð Þ þ Rð Þ
h 1� dð Þ ; M0 ¼ R

1� dð Þh : ð10Þ

From these expressions, it is clear that stalled equilibrium is
only biophysically-relevant for d < 1, as for d > 1 the stalled equi-
librium will not be in the positive octant of state space. We may
further investigate the stability of this equilibrium by evaluating
the Routh-Hurwitz criterion. This criterion requires that the coeffi-
cients of the characteristic polynomial of the system given by
P sð Þ ¼ s3 þ a1s2 þ a2sþ a3 satisfy a1; a3 > 0 and a1a2 > a3. The char-
acteristic polynomial for this system, evaluated at the stalled equi-
librium, is given by

P sð Þ ¼ s3

þ s2
h h �dþKþ1ð Þ� d�1ð Þ � d�1ð Þ2þKð Þþ1ð Þð ÞþR d�1ð Þ2�þhð Þ

h �dþKþ1ð ÞþR

� s
d�1ð Þh � d2þh d�1ð Þ2þKð Þ�2dþRþ1ð Þþhð Þ

h �dþKþ1ð ÞþR

� d�1ð Þ3h2�
h �dþKþ1ð ÞþR :

From these criteria, we may conclude that the non-negative
model parameters along with the constraint d < 1 are necessary
and sufficient conditions for the stalled equilibrium to be stable
(see Appendix A for details).

From the force–velocity relationship (given by Eq. (4)), we can
see that V ¼ 0 is only valid for B 6 Bc . Based on the expression
for B0, we can conclude that B0 ¼ Bc when d ¼ d0 :¼ Bc � 1ð Þ=Bc .
Therefore, the stalled equilibrium is a physiologically-relevant
stable steady state whenever d < Bc � 1ð Þ=Bc. This means that, for
B > Bc , the stalled equilibrium is no longer a fixed point of the sys-
tem and only physiologically-relevant whenever
d < d0 ¼ Bc � 1ð Þ=Bc . We will demonstrate in the next section that
in the limit as k ! 0, there is a Hopf bifurcation at d ¼ d0 and the
stalled equilibrium gets replaced completely by an unstable steady
state in a continuous manner (because V in Eq. (9) is continuous).

3.2. Modes of motility

When B > Bc (i.e., d > d0), we have V ¼ 1� Bc=Bð Þ8, producing
various modes of motility in the model. In this regime, the non-
linearity of V makes obtaining analytical results challenging. To
resolve this issue, we use here numerical continuation methods
in AUTO to produce bifurcation diagrams that explain how the
behaviour of the system changes as certain parameter values are
varied.
4

For the parameter values listed in Table 1, we observe that for a
small enough d, the eigenvalues of the Jacobian matrix for Eqs. (6)–
(8) evaluated at the stalled equilibrium (i.e., at V ¼ 0) have a com-
plex conjugate pair with negative real part. Indeed, by plotting the
bifurcation diagram of scaled actin barbed end density B, whose
dynamics are determined by the complete ODE system (6)–(8)
coupled to Eq. (9), with respect to scaled VASP delivery rate d,
we obtain a branch of stable steady states (see black solid lines
in Fig. 2) that undergoes a subcritical Hopf bifurcation HB1 at
dHB1 ¼ 1þ e kð Þð Þd0, where 0 < � kð Þ � 1 is an increasing function
of k.

In the limit as k ! 0, HB1 shifts to d ¼ d0, a scenario that corre-
sponds to the original definition of V given by Eq. (4). As stated
before, the remaining analysis is performed for very small k such
that Eq. (9) is as close to Eq. (4) as possible. Based on this, two
unstable branches of limit cycles (i.e., envelopes of periodic orbits
representing the maximum and minimum of these orbits) emerge
from HB1 at d � d0. These unstable branches undergo saddle-node
bifurcation of periodic orbits at dSNP < dHB1 (see inset in Fig. 2A) fol-
lowed by a canard explosion, forming two stable branches of limit
cycles (solid blue lines) with large-amplitude oscillatory solutions
that eventually plateau at higher d values (see Fig. 2A). These peri-
odic branches eventually terminate at a homoclinic bifurcation
HM1 at dHM1 (the terminal points of these branches), a key feature
of type I excitability.

Beyond d � d0, the branch of unstable steady states then forms
two folds of saddle-node bifurcations SN1 and SN2 at d ¼ dSN1 P d0

and d ¼ dSN2, respectively. This branch of unstable steady states
eventually becomes stable (solid black line) when crossing a Hopf
bifurcation HB2 at d ¼ dHB2 P dSN2, where two small branches (or
envelopes) of unstable periodic orbits (dashed blue lines) emerge
and terminate at a homoclinic bifurcation HM2 at d ¼ dHM2. This
latter homoclinic HM2 coincides with the previous homoclinic
HM1 at dHM2 ¼ dHM1. The resulting new stable branch of steady
states for d > dHB2 represents the smooth motile equilibria with a
constant speed V > 0.

Based on this bifurcation structure of Fig. 2A, we may conclude
that system (6)–(8) exhibits one very small regime of bistability
between the stalled equilibrium and oscillatory solution when
dSNP < d < dHB1 (see inset). This regime is so small, it is very diffi-
cult to discern HB1 from SNP. It also exhibits coexistence between
the stable smooth motile equilibrium and two unstable steady
states between dHM2 < d < dSN1, allowing trajectories of system
(6)–(8) to exhibit noise-induced repetitive and large transient
excursions around the motile steady state. These transient excur-
sions/oscillations (to be discussed in more detail in Section 4.1)
have trajectories reminiscent of the previously described oscilla-
tory solutions and exhibit many properties of type III excitability.
However, the geometric objects governing their dynamics are



Fig. 2. One-parameter bifurcation analysis of the full system defined by Eqs. (6)–(8). The bifurcation diagram of actin barbed end density B with respect to the scaled VASP
delivery rate d at two different values of the scaled nascent adhesion maturation rate: (A) R ¼ 0:1, and (B) R ¼ 0:065. Black solid (dashed) lines indicate stable (unstable/
saddle) branches of equilibria; blue solid (dashed) lines correspond to branches or envelopes of stable (unstable) limit cycles. There are five branches of stable and unstable/
saddle equilibria in panel A; they are separated by a subcritical Hopf bifurcation HB1 (at d � d0), two saddle-node bifurcations SN1 and SN2 and a second subcritical Hopf
bifurcation HB2. The branch of stable steady states prior to/beyond HB1/SN2 corresponds to the stalled/smooth motile equilibria, respectively. Two branches of unstable
periodic orbits emerge from HB1 but quickly turn into stable branches at a saddle-node bifurcation of periodic orbits SNP (see inset). These stable periodic branches then
expand vertically, forming a canard explosion until they eventually plateau and terminate at a homoclinic bifurcation HM1, defining an oscillatory regime (dSNP 6 d < dHM1).
Similarly, two branches of unstable periodic orbits emanate from HB2 and terminate at a homoclinic bifurcation HM2. The oscillatory regime shrinks significantly in panel B
with the canard explosion colliding with the saddle branch between SN1 and SN2, and bistability is formed between the stalled and smooth motile equilibria. Insets around
the Hopf bifurcations have not been included in panel B, as they would be qualitatively identical to those in panel A.

Fig. 3. The various regions of behaviour associated with the full system, given by
Eqs. (6)–(8), plotted as two-parameter bifurcation with respect to the scaled
nascent adhesion maturation rate R and scaled VASP delivery rate d. The boundaries
of these regions are determined by tracking the bifurcation points identified in
Fig. 2. We observe five distinct regions in parameter space: stalled regime, the
bistable regime, the oscillatory regime, the type IV excitable regime, and the
smooth motile regime. The excitability properties of some of these regimes are
specified between parentheses. The bistable and type IV excitable regimes are novel
findings, whereas the other regimes had been reported in Barnhart et al. (2017).
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distinct from those at play during type III excitability, and thus we
refer to this dynamical behaviour as type IV excitability (Mitry
et al., 2020; Farjami et al., 2020).

By decreasing the value of the scaled maturation rate of nascent
adhesions R, one can make dSN2 smaller than d0 and cause the
branches of stable periodic orbits to terminate at the homoclinic
bifurcation HM1 located on the branch of unstable steady states
connecting the two saddle-nodes SN1 and SN2 (see Fig. 2B). Notice
that, according to this configuration, periodic oscillations only exist
for a small parameter regime at d � dHB1, and that the system exhi-
bits bistability between the stalled and motile equilibria for
dHM2 < d < dSNP. It thus follows that, depending on how dSN2 com-
pares to d0, the system may either exhibit an oscillatory regime
as in Fig. 2A or a regime of bistability as in Fig. 2B.

Thus, in summary, system (6)–(8) can exhibit four possible
dynamic behaviours that may coexist. This includes the stalled
equilibrium (type III excitable) for d < d0, a smooth motile equilib-
rium that is not excitable (type IV excitable) for d > dSN1

(dHM1 < d < dSN1), and either an oscillatory solution (type I excita-
ble) with dSNP < d < dHM1 or coexistence between the stalled and
smooth motile equilibria for dHM2 < d < dSNP. To further under-
stand how these different monostable and bistable regimes govern
dynamics of the PDE model, defined by Eqs. (1)–(3), one needs to
plot the two-parameter bifurcation of the system defined by Eqs.
(6)–(8) with respect to both the scaled VASP delivery rate d and
the scaled maturation rate of nascent adhesions R. Doing so will
provide insights into how these regimes manifest themselves in
the d;R-parameter space. This is done in detail in the following
section.
3.3. Two-parameter bifurcation

In order to compare the various regimes of behaviour associated
with the PDE model defined by Eqs. (1)–(3) and introduced in
Barnhart et al. (2017), we have continued all the bifurcation points
discussed in Fig. 2 within the (d;R)-plane of parameter space (see
5

Fig. 3). The resulting two-parameter bifurcation diagram delin-
eates the different monostable and bistable regimes identified in
the previous section. Indeed, as shown in Fig. 3, the regimes iden-
tified in the two-parameter bifurcation follow very closely the map
describing the behaviour of the PDE model. Notably, we obtain 5
distinct and discernible regimes: (i) a monostable stalled regime
possessing only the stalled equilibrium, bounded to the right by
the saddle-node bifurcation of periodic orbits SNP (which happens
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to be indiscernibly close to the Hopf bifurcation HB1) and from
below by the saddle-node bifurcation SN2; (ii) a monostable oscil-
latory regime possessing stable oscillatory solutions, bounded to
the left by HB1 and to the right by the homoclinic bifurcation
HM1 (in red, see inset) coinciding with the homoclinic bifurcation
HM2 (in green, see inset); (iii) a bistable regime between the
stalled and smooth motile equilibria, bounded to the left/top by
HM2 or SN2 and to the right by SNP; (iv) a smooth motile regime
possessing the smooth motile equilibrium, bounded from the top
by the saddle-node SN1; (v) a type IV excitable regime possessing
the smooth motile equilibrium, bounded to the left by the HB1,
from the top by HM1 and from the bottom by SN1. Within this con-
figuration, additional very small regimes also exist. Namely, a bis-
table regime between the stalled equilibrium and oscillatory
solution between SNP and HB1, as well as a bistable regime
between the smooth motile equilibrium and the oscillatory solu-
tion between HB2 and HM1.

The fact that some of these regimes match well with those pre-
viously identified with the PDE model (see Fig. 6A in Barnhart et al.,
2017) and further identifies new ones not previously discovered in
Barnhart et al. (2017) suggests that the spatiotemporal patterns
produced by the PDE model can be understood from the intrinsic
dynamics of the ODE model. Interestingly, we have identified a
novel regime, the type IV excitable regime. This regime is sepa-
rated from the previously identified smooth motile regime by the
continuation of SN1, which is depicted in Fig. 3 as a line that termi-
nates at the Bogdanov-Takens bifurcation BT1 where it collides
with HB1 and SNP at d0;0ð Þ. As we shall see in Section 4.3, when
the system is between HM1 and SN1, it is sensitive to the presence
of noise, leading to stochastically-induced transient oscillations
despite the fact that the system only possesses one stable fixed
point.

4. Slow-fast analysis

As indicated by Eqs. (6)–(8), setting �� 1 generates a time scale
separation, making the variable much faster than A and M. Thus to
understand dynamics, one can apply slow-fast analysis on the full
system by dividing it into one fast variable and two slow variables.
Within the context of this analysis, we can obtain the critical man-
ifold S of system (6)–(8), determined by the steady states of the fast
subsystem B as a function of the slow subsystem defined by A and
M, and decomposing it into attracting and repelling sheets that are
typically separated by folds in S. An attracting (repelling) sheet of a
critical manifold is defined as the set all points p 2 S � S that
make all the eigenvalues of Dxfð Þ pð Þ have negative (positive) real
parts, where x is the fast subsystem (i.e., x ¼ B in the model under
consideration) and f is the right hand side of the ODE defining the
fast subsystem (i.e., f ¼ dB=dT in the same model). If a sheet is nei-
ther attracting nor repelling, it is said to be of saddle type. How-
ever, since our fast-subsystem is of dimension one, the critical
manifold cannot have any sheets of this type. For a system with
one fast and two slow variables (e.g., system (6)–(8)), the fold
points separating attracting and repelling sheets form smooth
curves (Desroches et al., 2012) that are typically curves of
saddle-nodes for the fast subsystem.

In other words, for system (6)–(8), we define the critical mani-
fold to be the null-surface of the fast variable B, given by

S ¼ B;A;Mð Þ : dB=dT ¼ 0f g:
Similar to our analysis of equilibria, it is useful to decompose

the critical manifold into two parts S ¼ SV [ S0 that correspond to
when V > 0 and V ¼ 0; F� are the folds of the critical manifold S,
whereas SV and S0 are the sheets defined by

SV ¼ B P Bc;A;Mð Þ : dB=dT ¼ 0f g
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and

S0 ¼ B < Bc;A;Mð Þ : dB=dT ¼ 0f g:
In the limit of k ! 0, we may further subdivide the critical man-

ifold into three distinct sheets, according to their stability proper-
ties. Two of these sheets are attracting while the other is repelling;
the very top, labeled SaV , and very bottom S0 are attracting, whereas
the middle one, labeled SrV , is repelling. The sheets S0 and SaV are
separated from SrV by folds of saddle-nodes of the fast subsystem.
Notice that SV ¼ SrV

S
SaV . When we have k > 0, there is a fourth

attracting sheet which extends from the upper edge of S0 to the
lower edge of SrV , where it meets the latter at a fold (in the limit
k ! 0 this attracting sheet shrinks down to nothing and the fold
becomes arbitrarily sharp).

Superimposing the cubic-like curve formed by the intersection
of the two A- and M-nullsurfaces (red curve in Fig. 4) onto the crit-
ical manifold can generate up to three intersections with S; these
intersections can lie on any sheet of S. We will refer to this red line
as the nullcurve hereafter. Using this configuration and the steady
states formed by these intersections, one can decipher the dynam-
ics of the full system in various parameter regimes (see Fig. 4).

Due to the presence of time-scale separation, the system exhi-
bits slow and fast epochs; during the slow epochs, trajectories tra-
vel along the critical manifold, whereas during the fast epochs,
dynamics of the fast variable dominate causing trajectories to jump
between sheets of the critical manifold. These jumps occur towards
the end of each slow epoch when solution trajectories approach a
fold (or a saddle-node) in the critical manifold. In other words, the
critical manifold locally organizes the dynamics of the full system
according to its slow and fast subsystems.

Although the condition �� 1 is required to observe the slow-
fast dynamics, the choice of � is somewhat arbitrary. Specifically,
we observe that for � ¼ 0:1, much of the system’s dynamics can
be well understood using the critical manifold and its two folds,
suggesting that, in the oscillatory regime, the system acts as a
relaxation oscillator (see Fig. 4C) (van der Pol, 1926). Nonetheless,
in the analysis presented here, we will study the underlying
dynamics of this system in various parameter regimes to under-
stand how it behaves and how noise can produce interesting
outcomes.

4.1. The stalled and bistable regimes

As discussed above, the system has a stalled equilibrium when
d < d0 (in the limit as k ! 0). In Barnhart et al. (2017), it was stated
that this regime is excitable, but a precise characterization of that
excitability was not provided. To do so, we begin first by focusing
on the scenario where the stalled equilibrium is the sole attractor
for the system (i.e., when dHB2 > d0). With this scenario, we obtain
only one point of intersection representing the stalled equilibrium,
formed by S0, the bottom attracting sheet of the critical manifold S,
and the nullcurve (see filled circle in Fig. 4A). By applying ‘‘small”
perturbations away from the stalled equilibrium, we obtain graded
responses that relaxes back to S0 where the system will relax more
slowly to the stalled equilibrium (see the short green line landing
on the filled circle in Fig. 4A). Such behaviour is very intuitive, as
small amplitude noise leads to small fluctuations around the
stalled equilibrium (see time series simulations in Fig. 4A). How-
ever, when perturbations push the system beyond the repelling
sheet SrV , solution trajectories shoot up to the attracting sheet SaV
and then travel along this sheet until they cross the fold delimiting
SrV and then jump down to S0 where they relax back to the stalled
equilibrium. Such behaviour is one of the hallmarks of type III
excitability, where a suprathreshold perturbation must be applied
for the full system to exhibit a large transient excursion (see



Fig. 4. Slow-fast analysis of the full system defined by Eqs. (6)–(8). The critical manifold S is depicted as a red surface, and the cubic-like nullcurve of the slow subsystem,
defined as the intersection of the A- andM-nullsurfaces, is plotted as a red line. S consists of three sheets, two of which (the very top and bottom) are attracting (red surfaces)
while the other is repelling (blue surface). The intersection of S with the nullcurve are the fixed points of the system, where stable fixed points are depicted as filled circles,
and unstable (saddle) fixed points are depicted as open triangles. The number of fixed points and their stability define different regimes of model behaviour: (A) stalled
(d ¼ 0:65;R ¼ 0:15), (B) bistable (d ¼ 0:72;R ¼ 0:04), (C) oscillatory (d ¼ 0:8;R ¼ 0:15), and (D) type IV excitable (d ¼ 0:8;R ¼ 0:05). Superimposing solution trajectories
(green lines) illustrate the transient and steady state dynamics of the full system. In general, during slow epochs, trajectories travel along the attracting sheets of the critical
manifold while during fast epochs they jump from one sheet to another. When relevant, initial conditions for trajectories are depicted as a black x symbol. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Excitable dynamics obtained in the stalled regime possessing type III excitability. Impulsive perturbations are given to the system every 10 s when t 2 20;90½ � with
increasing magnitudes and every 20 s when t 2 100;400½ � with a constant magnitude. (A) Time series simulations of actin barbed end density B tð Þ in the absence of
perturbations (dashed green line), showing that it remains at its fixed point near B ¼ 3:5714 (i.e., the stalled equilibrium), and in the presence of perturbations (solid green
line) that become suprathreshold, surpassing Bc ¼ 4 (dashed black line). Notice that, in the latter case, we have ‘‘all or none” response in which subthreshold perturbations
evoke only graded responses, whereas suprathreshold perturbations evoke large excursions, and that the return to the stalled equilibrium the system exhibits a ‘‘refractory
period” where perturbations do not induce large excursions until the system is sufficiently close to the stalled equilibrium. (B) Time series simulations of the velocity V tð Þ.
When B > Bc the velocity becomes non-zero and drops back to zero when B < Bc . Here we have used d ¼ 0:72. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

L. MacKay, E. Lehman and A. Khadra Journal of Theoretical Biology xxx (xxxx) xxx

7



Fig. 6. The topology of the stable and unstable manifolds associated with the saddle
fixed points govern the dynamics of excitability in the type IV excitable regime.
Three steady states are present in this regime, a stable node representing the
smooth motile equilibrium to the right (filled circle), and two saddle fixed points to
the left (open triangles). The right saddle fixed point has two-dimensional stable
manifold (red surface) and one-dimensional unstable manifold (blue line), while
the left saddle fixed point has one-dimensional stable manifold (red line) and two-
dimensional unstable manifold (blue surface). Two solution trajectories starting
from different initial conditions (depicted by a black x symbol) are also plotted as
green lines, one of which is initiated to the left of the red surface and one to the
right of the red surface. The former quickly converges to the stable node, generating
a graded response, while the latter elicits an excursion around the red surface that
escapes from the hollow space to the right of the blue line back to the stable node,
generating a pronounced response. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

L. MacKay, E. Lehman and A. Khadra Journal of Theoretical Biology xxx (xxxx) xxx
Fig. 5A). Due to the fact that B tð Þ crosses Bc at every excursion, the
local velocity of the leading edge V quickly jumps between its two
extreme values as in Fig. 5B.

In the bistable regime (i.e., when dHB2 < d < d0), on the other
hand, we obtain, as expected, two points of intersections between
the stable sheets of S and the nullcurve (see Fig. 4B). These inter-
sections represent the stable stalled and motile equilibria. The
behaviour of the full system in this regime is similar to that
observed in the stalled regime when it comes to exhibiting graded
responses to ‘‘small” perturbations away from either one of the
two steady states by relaxing quickly to the closest attracting sheet
and then moving slowly along this sheet towards the same steady
state. However, if perturbations push the system beyond a thresh-
old (see Section 4.3 for more about this threshold), trajectories tra-
vel to the other steady state (see Fig. 4B). Unlike the stalled regime,
in this bistable regime, the steady state the system converges to
depends on the perturbation applied and/or the initial condition
of the system.

4.2. Relaxation oscillations

When the periodic branches of Fig. 2A (blue lines) exhibit a pla-
teau phase for d 2 dHB1; dHM1½ �, the system behaves like a relaxation
oscillator in a manner similar to the van der Pol oscillator (van der
Pol and van der Mark, 1928). Slow-fast analysis reveals that the
underlying dynamics of the system in this regime does indeed
behave that way (see Fig. 4C). The critical manifold and the null-
curve, in this case, intersect only once in the middle repelling sheet
SrV (blue surface in Fig. 4C), producing a saddle fixed point (open
triangle) surrounded by a periodic orbit (green line) that jumps
between the two attracting sheets S0 and SaV (red surfaces in
Fig. 4C). This periodic orbit exhibits relaxation-type oscillations
by staying close to the upper and lower attracting sheets during
the slow phase and jumping between them during the fast phase.

4.3. Type IV excitability

4.3.1. Deterministic dynamics
As indicated in Fig. 2A, when dHM2 < d < dSN1, the only stable

attractor is the smooth motile equilibrium and thus one would
expect the system to exhibit motility with a constant velocity
V > 0. However, as we discussed in the previous section, in such
a scenario, it is possible to obtain transient oscillatory-like beha-
viour in the presence of noise. Indeed, in this regime, the system
has three equilibria, one of which is stable and represents the
smooth motile equilibrium, while the other two are of saddle type.
For d � dHM2 ¼ dHM1ð Þ, the smooth motile equilibrium is very close
to the middle saddle fixed point, which means that small perturba-
tions may push the system past the stable manifold of this saddle
(see Fig. 2). In the deterministic case, the stable manifold of the
saddle acts as a separatrix which divides phase space into distinct
regions, each of which contains the family of trajectories that con-
verge to the system’s distinct attractors (e.g., the smooth motile
equilibrium). Although the smooth motile equilibrium is the only
attractor in this regime, sufficiently large perturbations can push
the system across the stable manifold of the saddle, causing trajec-
tories to undergo large excursions away from the stable equilib-
rium before it returns back to this attractor (see the two
trajectories (green lines) in Fig. 4D that start from close but distinct
initial conditions). We have previously called this noise-dependent
oscillatory-like behaviour of the system type IV excitability and the
parameter regime associated with it the type IV excitable regime.

In Section 4.1, we have seen how the repelling middle sheet SrV
of critical manifold acts as a threshold for excitation of the system,
producing large excursions once perturbations push the system
8

beyond the threshold. Such statements only make sense in the con-
text of slow-fast analysis, and it is understood that the critical
manifold is only an approximation of the true ‘‘slow manifold”
which governs the dynamics for � > 0 (Hasan et al., 2018). This
type of excitability is frequently discussed in the context of the
Fitzhugh-Nagumo and Morris-Lecar models and labeled type III
excitability. It should be distinguished from the one observed here
in the type IV excitability regime, whereby dynamics are not gov-
erned by the critical manifold, but rather by the stable manifold of
the saddle fixed point in a configuration that includes two addi-
tional steady states, the stable smooth motile equilibrium and
another upper saddle fixed point. This type of excitability with sin-
gle transient spikes is reminiscent to that observed in a Hodgkin–
Huxley type model previously characterized by our group (Mitry
et al., 2020; Farjami et al., 2020).

To better illustrate how the stable manifold of this saddle fixed
point along with other manifolds organize trajectories, we have
computed in Fig. 6 the stable and unstable manifolds of the two
saddle fixed points (open triangles) lying to the left of the stable
node (filled circle), i.e., the smooth motile equilibrium. In Fig. 6,
we can see that the right saddle fixed point has a two-
dimensional stable manifold (red surface) and a one-dimensional
unstable manifold (blue line), whereas the left saddle fixed point
has a one-dimensional stable manifold (red line) and a two-
dimensional unstable manifold (blue surface). The red surface
accumulates to the left with the red line, generating a hollow space
further to the left, thereby allowing the passage of solution trajec-
tories. Indeed, from the viewing angle used in Fig. 6, we may
observe that solutions starting from two different initial conditions
lying on either side of the red stable manifold exhibit significantly
different propagation patterns (green curves). A trajectory starting
from the left converges quickly to the stable node, while the other
starting from the right generates a large loop around the manifold
that takes advantage of the hollow space to return back to the
stable node. In other words, the stable manifold of the right saddle
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fixed point determines if the system undergoes a large excursion
following a perturbation and acts as a ” threshold” between pro-
nounced and graded responses. This highlights the difference
between this type of excitability and the one seen in type III
oscillators.

4.3.2. Noise-dependent dynamics
We now consider what happens in the type IV excitability

regime in the presence of noise (i.e., when N2
t

D E
> 0), where Nt

accounts for stochasticity arising from discrete effects in biochem-
ical reactions (Gillespie, 2002). These discrete effects motivate the
discussion of perturbations on solution trajectories. Intuitively, we
may expect these perturbations to cause B Tð Þ to fluctuate around
its equilibrium position B�. We find that once the system becomes
ergodic, the distribution B Tð Þ is well approximated by a normal dis-
tribution B 	 N B�;12N0ð Þ, where the factor ‘‘12” has been deter-
mined empirically (see inset of Fig. 7A). This empirical value
depends on the specific numerical values we choose for the param-
eters, but an analytic formula for the ergodic distribution of B may
be obtained by solving for the stationary distribution of the corre-
sponding Fokker–Planck equation (Gillespie, 2002; Lindner et al.,
2004 - beyond the scope of this analysis). Nonetheless, if we draw
N independent identically distributed samples of B Tð Þ, for
T 2 T0; T1½ � with DT ¼ T1 � T0 sufficiently large that B Tð Þ is ergodic,
the expected maxima/minima of the samples can be estimated as
B� � j12N0 (see black dashed lines in Fig. 7A), where

j ¼
ffiffiffi
2

p
erf�1 1� N�1

	 

is adapted from the 1� 1=Nð Þth quantile

function of the normal distribution. While the above analysis holds
for sufficiently small values of N0, larger amplitude noise will push
the system past the stable manifold of the middle saddle in such a
way that the process is no longer ergodic. When this occurs, the
system undergoes a large excursion in order to return to the stable
smooth motile equilibrium. This leads to a behaviour which is
quite similar to the oscillatory regime, but where the period with
V > 0 is variable in duration due to the ‘‘oscillations” being initi-
ated stochastically (see Fig. 7B).

We note here that these transient excursions from the stable
fixed point are only observed for small-to-medium levels of noise,
as large amplitude noise tends to dominate over the intrinsic
dynamics of the model. As we move from SN2 to SN1, the distance
between the stable fixed point and the stable manifold of the sad-
dle lying between SN1 and SN2 increases, requiring increasingly
Fig. 7. Noise-dependent dynamics in the type IV excitable regime. (A) The maximum an
lines). For small values of N0, fluctuations relax back to the smooth motile equilibrium
However for N0J0:006, fluctuations push the system past the stable manifold of the mid
the empirical distribution (black line) of B Tð Þ agrees very well with the theoretical prob
deviation given by j12N0 (here we have used N0 ¼ 0:007). (B) Time series simulations
remains at the motile equilibrium with protrusion velocity V B�ð Þ > 0 (black line). In the p
the saddle and it undergoes large excursions that push it below B ¼ Bc , causing protrus
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higher noise intensity to induce transient excursions. Thus as
d ! dSN1, transient excursions become increasingly less likely.
Therefore, the region where stochastic oscillations may be
observed is considerably smaller than the region labeled as the
type IV excitable regime, and is likely a narrow band below HM1
in Fig. 3.

4.4. The oscillatory regime

4.4.1. The folded singularities
As discussed previously, the full system exhibits fast and slow

epochs governed by the dynamics of the fast and slow variables,
respectively. For dSNP < d < dHB2, the system (6)–(8) has a limit
cycle as its sole attractor. Within a very small subset of this regime
of size O Ddð Þ ¼ 10�5, the system exhibits canard orbits where it
spends a significant amount of time traveling along the unstable
sheet SrV (see Fig. 8). Such an observation is surprising given that
SrV is a repelling sheet, and thus by definition we expect trajectories
of this system to travel away from SrV (e.g., see Section 4.1). To fur-
ther understand this phenomenon, we use here canard theory by
restricting our analysis of the dynamics of system (6)–(8) to the
critical manifold. This is done by considering the reduced problem,
given by

0 ¼ f :¼ 1þ gBV Bð Þð Þ � B
1þ AB= 1þM þ KBð Þ ð11Þ

d
dT

A Tð Þ ¼ gA :¼ d� 1þ gAV þ gMMVð ÞA
1þM þ KB

ð12Þ
d
dT

M Tð Þ ¼ gM :¼ RB� hþ gMVð ÞM; ð13Þ

which can be obtained from Eqs. (6)–(8) by taking the limit as
�! 0. This is formally equivalent to saying that the fast variable
B is projected onto the critical manifold S. As can be seen in Fig. 8,
the canard orbits travel along the critical manifold, passing over
the fold which joins S0 and SrV (the lower black line in Fig. 8B). Thus
in order to determine how these canards are generated, we will
focus our attention on the dynamics of the reduced problem as it
passes over the fold-curve F�. Generically, fold-points are the singu-
larities of the reduced problem (Wechselberger, 2012), defined by

f B;A;Mð Þ ¼ 0;
@f
@B

B;A;Mð Þ ¼ 0: ð14Þ
d minimum observed protrusion velocity as the noise magnitude N0 is varied (solid
and the max/min is well predicted by evaluating V B� � j12N0ð Þ (dashed lines).

dle saddle leading to a breakdown of the previous prediction (inset). For N0K0:006,
ability density function of a normal distribution (grey dashed line) with a standard
of the model in the type IV excitable regime. In the absence of noise, the system
resence of noise (N0 ¼ 0:007), the system is perturbed beyond the stable manifold of
ion velocity to drop to V ¼ 0 stochastically (gray line).



Fig. 8. The canard explosion emerging from HB1, where the stalled equilibrium changes to a saddle fixed point near the folded saddle FS� (open triangle symbol) lying on the
lower fold-curve F� (yellow line). (A) Very close to HB1, limit cycles (cyan lines) expand with increasing d. These limit cycles are headless canard orbits as they travel first
along the attracting sheet S0 (red surface) and eventually jump up to the repelling sheet of SrV (blue surface) and back to the folded saddle FS� . (B) As d continues to increase,
the headless canards travel further along S0 and SrV , getting closer and closer to the upper fold-curve Fþ (yellow line) on the critical manifold where SrV meets the attracting
sheet SaV (red surface). The headless canard which has a peak right at Fþ is termed the maximal canard, and this canard separates the family of headless canards from the
family of canards with head (magenta lines). The canards with head continue to grow by traveling further along SaV , until they jump down to SrV where they travel back to FS�.
As d grows even further, the orbits eventually become relaxation oscillations (red line) that jump between the attracting sheets SaV and S0 and do not travel along the repelling
sheet SrV . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

L. MacKay, E. Lehman and A. Khadra Journal of Theoretical Biology xxx (xxxx) xxx
Generally, away from fold-points, the fast variable B may be
expressed as a function of the slow variables B ¼ h A;Mð Þ by solving
f B;A;Mð Þ ¼ 0 in Eq. (11). In other words, the critical manifold S
may be represented over a single coordinate chart of the slow vari-
ables. By expressing the dynamics of B on the critical manifold, we
obtain

d
dT

B ¼ @f
@B

� ��1
@f
@A

gA þ
@f
@M

gM

� �
:

At a fold-point, along either fold-curve F� or Fþ, the projection
of B onto S is singular, which motivates the definition of a rescaled

time variable T
	
with T ¼ T

	
DBf (where DBf is the total derivative of f

with respect to B). This allows us to define the desingularized
reduced problem as

d

d T
	 B ¼ @f

@A
gA þ

@f
@M

gM ð15Þ

d

d T
	 A ¼ @f

@B
gA ð16Þ

d

d T
	 M ¼ @f

@B
gM: ð17Þ

Solving for M using Eq. (11), we obtain

M ¼ Mcrit A;Bð Þ :¼ AB 1þ gBV Bð Þð Þ
B� 1þ gBV Bð Þð Þ � BK � 1:

This expression can be used to reduce the 3-dimensional sys-
tem, given by Eqs. (15)–(17), into 2-dimensional system by elimi-
nating, without loss of generality, this slow variable. Substituting
the expression for M into Eq. (9), we obtain the desingularized sys-
tem (i.e., the desingularized reduced problem projected onto the
critical manifold), given by

d

d T
	 B ¼ �Bþ r1

AB2gB

BgB B hK þ Rð Þ þ hþ 1ð Þ½ ð18Þ

r1gB B h Aþ Kð Þ þ dþ Rð Þ þ hþ 1ð Þ � r1 þ 1ð ÞgA Bþ r1ð Þ�
d

d T
	 A ¼ r2

AB3r1gB

r1 þ 1ð ÞgM B r1 Aþ Kð Þ þ BK þ 1ð Þ þ r1ð Þ½ ð19Þ

þgB Bdr1 þ Bþ r1ð Þ þ r1 þ 1ð Þ �gAð Þ Bþ r1ð Þ�;

where r1 ¼ � 1þ gBV Bð Þð Þ and r2 ¼ AB2gBV
0 Bð Þ � r2

1 Aþ Kð Þ�
B2K � 2BKr1. By inspection of Eq. (16), we see that the desingular-
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ized system has at least two A-nullclines, one corresponding to the
fold (@f=@B ¼ 0) and the other corresponding to the A-nullclines of
the full system (gA ¼ 0). Because we are interested in the dynamics
precisely as trajectories cross the fold, we will focus on the former
case, i.e., the folded singularities of the desingularized system,
defined by

@f
@B

¼ 0 and
@f
@A

gA þ
@f
@M

gM ¼ 0: ð20Þ

In order to find these folded singularities numerically, we iso-
late A in both the first and second expressions of Eq. (20) restricted
to M ¼ Mcrit A;Bð Þ, yielding

A ¼ Afold Bð Þ :¼ K �gBV Bð Þ þ B� 1ð Þ2
B2gBV 0 Bð Þ � g2

BV Bð Þ2 � 2gBV Bð Þ � 1

and

A ¼ 1
Bh gBV Bð Þþ1ð Þ B h �BK þ K � 1ð Þ � BRþ dþ R� 1ð Þ þ hþ 1½
V Bð Þ gB B dþ hK þ Rð Þ þ hþ 1ð Þ þ gAgBV Bð Þ � BgA þ gAð Þ�;

respectively. Using the parameters listed in Table 1 with
d ¼ 0:750004 ¼ dHB1, we find that these two curves intersect at

B� � 4:00002 and Bþ � 5:19902

which correspond to the B-values of the two folded singularities
located on F� and Fþ, respectively. We further note that although
Fþ and F� appear to be disjoint curves in Fig. 8, they actually meet
at a cusp-like structure near B;A;Mð Þ ¼ 4;0;�5ð Þ. Folded singulari-
ties can be characterized by their two non-zero eigenvalues
(Wechselberger, 2012); these have determined from the Jacobian
matrix of the desingularized system (18)-(19), evaluated at the
two folded singularities, to be

FS� ¼ B�;Afold B�ð Þ;Mcrit Afold B�ð Þ;B�ð Þð Þ
and

FSþ ¼ Bþ;Afold Bþ� �
;Mcrit Afold Bþ� �

;Bþ� �� �
:

Numerical evaluation of the Jacobian matrix reveals that both
folded singularities are in fact folded saddles (see Table 2), but only
the lower folded saddle FS� is relevant to the canard orbits. The
singular canard associated with FS� (going from the attracting
sheet S0 to the repelling sheet SrV and passing through FS�) determi-
nes the flow of solution close to this folded saddle.



Table 2
Folded singularities of the desingularized system and their stability properties.

FS B;A;Mð Þ J B;Að Þ k1 k2

FS� 4:00002;15:7493;15:999ð Þ 4:88859
 10�9 0:0397441
0:000148825 �0:000559416

� 
-0.0027278 0.00216839

FSþ 5:19902;6:96656;14:2681ð Þ �0:00984134 0:0899238
0:000603317 �0:00115534

� 
-0.00919448 0.00559321
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4.4.2. Canard explosion
As can be seen in Fig. 2, the periodic envelope of this limit cycle

grows very rapidly from B � Bc ¼ 4 to B � 10 on an interval with
O Ddð Þ ¼ 10�5. This rapid growth of a limit cycle is typically referred
to as a canard explosion (Desroches et al., 2012). In order to under-
stand this phenomenon, we use here the decomposition of the crit-
ical manifold S into attracting and repelling sheets; such a
decomposition is known to organize the dynamics of limit cycles
during the canard explosion (Desroches et al., 2012). In a system
with one fast and two slow variables, attracting and repelling
sheets meet at folds of the critical manifold (see yellow lines in
Fig. 8) and organize the dynamics of the limit cycles during the
canard explosion (Desroches et al., 2012). From Fig. 4, we can see
that there are two folds in the critical manifold. Furthermore, from
what we discussed above with respect to excitability of the stalled
equilibrium and the bistable regime, it is clear that, SrV , the lower
sheet of SV is repelling whereas, SaV , the upper sheet of SV and the
whole of S0 are attracting (see Fig. 8).

Once the full system goes through a Hopf bifurcation at dHB1

shown in Fig. 2, the stalled equilibrium becomes a saddle fixed
point (see Fig. 4C). Right at this point, periodic solution in the form
of canard orbits emerge; these canard orbits are limit cycles that
follow the bottom attracting sheet S0 as well as the repelling sheet
SrV for a significant amount of time by passing very closely to the
folded saddle FS� (open triangles in Fig. 8) determined by the
desingularized reduced problem (Wechselberger et al., 2013). Ini-
tially, the limit cycles travel away from FS� along SrV for some time
until they jump to S0 where they travel back towards FS� to com-
plete the orbit (see Fig. 8A). As d increases, the orbits grow in size
and approach the fold that separates SrV and SaV . Near this fold, the
limit cycles begin to jump upwards to SaV . They then move along SaV
down towards the fold. Once they reach the fold, they jump down
to S0 where they move back towards the folded saddle (see Fig. 8A).
As d continues to increase, the point at which orbits jump up to SaV
moves closer to FS� such that for dJd0 þ 10�5, the limit cycle
spends negligible time traveling along the repelling sheet of the
manifold (i.e., the limit cycles are no longer canard orbits, see red
line in Fig. 8).
Fig. 9. Two-parameter bifurcations of the ODE model identify the various regimes
of behaviour of the PDE model. Briefly, two-parameter bifurcations similar to that in
Fig. (3) are computed with Bc ¼ B0

c and Bc ¼ 1þ Eð ÞB0
c . Bifurcations associated with

the latter value of Bc are denoted with tildes (e.g., SN2
	

). Bifurcations which coincide
with those identified with the PDE model are depicted by solid lines while those
that do not coincide are depicted by thin dashed lines. The boundaries of the various
regimes of behaviour associated with the PDE model identified in Barnhart et al.
(2017) are overlaid as thick grey dashed lines.
5. PDE model simulations

We now turn our attention to the PDE model, given by Eqs. (1)–
(3), in order to see how the analysis of the simplified ODE model
carried out in the previous sections can be used to understand
the underlying dynamics of the PDE model. We recall that the sim-
plified model is obtained by making two simplifications to the PDE
model: (i) the diffusion-like term that accounted for the lateral
movement of actin filament tips due to polymerization is dropped;
and (ii) the formalism used to determine the critical barbed actin
density Bc , as described by Eq. (5), is simplified by setting
Bc ¼ B0

c . The first modification transforms the model into a system
of first order ODEs whose oscillatory regime corresponds to travel-
ing waves of protrusion for the PDE model. The second modifica-
tion, on the other hand, is somewhat more subtle and requires
further investigation.
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5.1. Two-parameter diagram for the PDE model

Applying the second modification through the use of Eq. (9) is
necessary to resolve some ambiguities with model definition. In
particular, when using Eq. (5), it is unclear what the protrusion

velocity should be for B 2 B0
c ; 1þ Eð ÞB0

c

h i
. In our implementation

of the PDE model, we have found that this issue may lead to rapid
oscillations (period ¼ O Dtð Þ) in the protrusion velocity when the
time step Dt becomes very small. This problem is overcome by
choosing the time step such that it satisfies the constraint

Dt@B=@TjB¼B0c
> EB0

c ;

which prevents rapid oscillations in the protrusion velocity. This
choice is made due to a lack of rapid oscillations in protrusion
velocity in the numerical results of Barnhart et al. (2017). However,
such a choice in time step is somewhat inconsistent, and not very
practical for the numerical continuation methods used in the bifur-
cation analysis. Therefore, to circumvent this issue we have opted to
analyze the ODE model with a single value of Bc (hence the use of
Eq. (9)).

From Eq. (5), it is clear that Bc can attain two distinct values B0
c

and 1þ Eð ÞB0
c , whenever B < B0

c and B > B0
c , respectively. However,

it is somewhat less clear which value of Bc is relevant for delineat-
ing the boundaries of model behaviour for the PDE model. In order
to clarify this, we have computed two-parameter bifurcation dia-
grams for the ODE model, setting Bc ¼ B0

c or Bc ¼ 1þ Eð ÞB0
c , and

then compared the resulting bifurcation diagrams to the regimes
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of behaviour obtained by the PDE model in Barnhart et al. (2017).
In Fig. 9, we show the boundaries of the two-parameter bifurca-
tions that match those identified by the PDE model as solid lines
whereas the ones that do not match as thin dashed lines. The most
relevant boundaries have been determined by two methods: (i) by
extensive testing of the PDE model behaviour on both sides of each
boundary determined by the two-parameter bifurcation, and (ii) by
comparison to the two-parameter regimes identified in Barnhart
et al. (2017) (see thick dashed lines in Fig. 9). As can be seen, the
PDE model changes its behaviour at boundaries defined by both
values of Bc; namely, B0

c (whose bifurcations are denoted without

tilde, e.g., HB1) and 1þ Eð ÞB0
c (whose bifurcations are denoted with

tildes, e.g., SN2
	

). In other words, the underlying dynamics of the
PDE model is a hybrid of the two corresponding simplified ODE
models. As we have seen in Section 3.1, the stalled equilibrium
crosses B ¼ B0

c at d0. Therefore, for d 6 d0, regimes of behaviour

associated with Bc ¼ B0
c are relevant in determining outcomes of

the PDE model, while for d > d0, we find that the boundaries asso-
ciated with Bc ¼ 1þ Eð ÞB0

c are relevant in delineating the regimes
of behaviour (see Fig. 9). The exception to this rule is the bistable

regime, whose left boundary is defined by SN2
	

despite having
d < d0.

Based on this, we can conclude that the PDE model defines five
parameter regimes identical to those obtained using the ODE
model; that includes (i) a stalled regime that corresponds to the
stalled, type III excitable regime in the ODE model; (ii) a waving
regime that corresponds to the oscillatory, type I excitable regime
in the ODE model; (iii) a bistable regime as in the ODE model; (iv) a
smooth motile regime as in the ODE model; and (v) a traveling
wave pulse regime that corresponds to the type IV excitable regime
in the ODE model. Here we distinguish between the oscillatory
dynamics of the ODE model (i.e., the purely temporal phe-
nomenon) and the waving dynamics of the PDE model (i.e., the
spatiotemporal phenomenon that exhibits traveling waves). This
distinction motivates the label of traveling wave pulse regime in
the PDE model for type IV excitability. It is important to note here
that, based on the properties discussed in Sections 4.1 and 4.3, the
stalled, bistable, and traveling wave pulse regimes are all capable
of producing spatiotemporal patterns in the presence of noise. This
will be investigated in more detail in the following sections.

5.2. The effects of noise in the traveling wave pulse regime

As we have repeatedly stated in Sections 3 and 4 with the folded
nature of the bifurcation structure, there exists a parameter regime
(labeled type IV excitable regime) where the ODE is very sensitive
to noise. In this regime, deterministic realizations of the model will
all converge to the smooth motile equilibrium, while stochastic
realizations will exhibit large excursions that lead to a temporary
halt in protrusion when the magnitude of noise is sufficiently large
(see Fig. 7). In order to understand how such dynamics manifest
themselves with the PDE model, we investigate here how it
behaves in this parameter regime. While it was previously demon-
strated that the PDE model, in its waving regime, is capable of
propagating a wave of protrusion (Barnhart et al., 2017), its beha-
viour in the traveling pulse regime remains incompletely explored.
In particular, we wish to know what will occur when a single spa-
tial point is stochastically pushed below the stable manifold of the
saddle, transiently blocking that single point from protruding. Will
the ‘‘unexcitedness” of that point spread outwards, leading to
widespread halt in protrusion? Or will the excited state of the
neighbouring points simply fill the zone of depleted B, such that
the leading edge will only pause briefly at random points from
time to time?.
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In order to answer these questions, we have implemented the
PDE model on a domain of length L ¼ 40 with a spatial step
DX ¼ 0:1 and a time step DT ¼ 0:01. Time integration of the model
was carried out using a second order Adams–Bashforth integrator
(Griffiths and Higham, 2010) that can successfully deal with non-
linear reaction terms in a computationally efficient manner. The
diffusion-like transport term in Eq. (1) and the boundary condi-
tions on B are implemented by an appropriate combination of for-
ward and backward differences for the inner and outer differential
operators, respectively.

In the absence of noise, simulations of the PDE model in the
traveling wave pulse regime exhibit a smooth motile behaviour
with the whole domain protruding indefinitely (results not
shown). However, as discussed in Section 4.3, once noise is turned
on (N0 P 0:0006), random fluctuations push the system below the
stable manifold of the middle saddle (i.e., the right saddle in Fig. 6)
at discrete points in the domain. This leads to a temporary stalling
of protrusion which spreads laterally just like protrusion does dur-
ing the initiation of a wave of protrusion (see Fig. 10). This indi-

cates that the transport term @x C�1@XB
	 


in the PDE model can

propagate both protrusion initiation and termination events.
5.3. Rough motility

The irregular nature of the protrusions observed in the traveling
wave pulse regime raises the question of whether or not it is related
to the ‘‘rough” mode of motility described in Barnhart et al. (2017).
In this experimentally observed wavingmode of motility, a wave of
protrusion starts from a single point and spreads outwards to pro-
duce diagonal stripes of finite width in kymographs similar to that
shown in Fig. 10A. However, rough motility is characterized by the
stochastic termination of traveling waves of protrusion (i.e., breaks
in the diagonal stripes). This termination of traveling waves has
been studied extensively in the field of excitable media (e.g., the
actin cytoskeleton) (Keener and Sneyd, 2009). Due to the intrinsic
properties of excitable systems, when waves of protrusion collide
with one another, either one (or two) wave(s) will emerge from
the collision or they will both annihilate (Beta et al., 2020). Alterna-
tively, a protrusion wave may also terminate due to collision with a
refractory region, a state in which the system requires higher
amplitude stimulation to exhibit excitability.

In order to quantify the occurrence of each of these events, we
have utilized a kymograph analysis pipeline to obtain distinct
kymograph tracks (i.e., traveling waves of protrusion within kymo-
graphs similar to that shown in Fig. 11A), classified according to
how they terminate. Three classifications for track terminations
have been considered: (i) annihilation, (ii) collision, or (iii) refrac-
tory (see Appendix B for more details). Applying this methodology
to simulation data obtained from the traveling wave pulse regime
reveals that, when noise magnitude is sufficiently high, protrusion
waves primarily terminate through annihilation in the traveling
wave pulse regime (see red x symbols in Fig. 11B).

At very low levels of noise, waves do not collide; instead, we see
stochastically-induced termination events that propagate along
the leading edge (see Fig. 11A). However, as we increase the noise
magnitude, the waves of protrusion become increasingly distorted
with multiple protrusion waves being initiated at the same time
and occasional annihilation termination events. By increasing
noise further, wave initiation becomes less synchronized across
space, leading to an increase in waves colliding and annihilating
with one another (see Fig. 11B). Wave termination by collision
with refractory zones is also observed, but much less frequently
than annihilations (see green + symbols in Fig. 11B). If we continue
to increase noise, the propagation of protrusion waves becomes
less obvious (see Fig. 11C), until at very high noise the whole



Fig. 10. The dynamics of the PDE model in the traveling wave pulse regime with additive noise. Here we have used d ¼ 1:95979, R ¼ 0:8, and gA ¼ gM ¼ 0:5 with N0 ¼ 0:0006.
(A) Kymograph of protrusion velocity exhibits traveling wave behaviour where the temporal duration of protrusion can be highly variable even within the same wave. (B)
Mean protrusion velocity fluctuating stochastically with respect to time. (C) Mean autocorrelation function of the protrusion velocity.

Fig. 11. The effect of noise in the traveling wave pulse regime. Kymographs of protrusion velocity with R ¼ 0:8; d ¼ 1:95979 and (A) N0 ¼ 1e� 1; (B) N0 ¼ 1:5e� 1; (C)
N0 ¼ 3e� 1; (D) N0 ¼ 1. In panel B, we have overlaid kymograph tracks generated by the pipeline as black lines. Track termination events are classified according to the
criteria in Appendix B, where annihilation events are labeled with red ‘‘x” symbols, collision events with cyan ‘‘o” symbols, and refractory events with green ‘‘+” symbols.
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leading edge protrudes and stalls in a completely stochastic man-
ner (see Fig. 11D). It should be noted here that such behaviour,
characterized by the absence of distinct propagating waves and
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the observation of the whole of the leading edge to be primarily
protrusive, is common to all other regimes of system (1)–(3) when
noise becomes sufficiently large.
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The annihilation-dominated behaviour described above is con-
siderably different from the spatiotemporal patterns of protrusion
observed in kymographs associated with the stalled (Fig. 12C) and
bistable (Fig. 12B and D) regimes. Consistent with previous find-
ings (Barnhart et al., 2017), the termination of protrusion waves
in the stalled regime is primarily caused by collisions with refrac-
tory zones (see green + symbols in Fig. 12 B). On the other hand, in
the bistable regime, wave termination occurs due to a mixture of
annihilation and refractory collision events (Fig. 12D). Compared
to the traveling wave pulse regime, these two former regimes pro-
duce much more clearly defined traveling waves of protrusion over
larger ranges of noise magnitude (see Fig. 12A-D), unlike the waves
in the traveling wave pulse regime that become increasingly
packed and hard to discern (see Fig. 11).

In order to compare these two different spatiotemporal patterns
of protrusion produced by numerical simulation to the experimen-
tal phenomenon of rough motility, we have used the same pipeline
designed to analyze kymographs to characterize the kymograph
associated with rough motility (see left panel in Fig. 13A, adapted
from Fig. 1F in Barnhart et al. (2017)). Our results reveal that rough
motility exhibits a mixture of annihilation and refractory kymo-
graph track termination events (see Fig. 13B), with roughly equal
probability. Based on this, we conclude that the bistable regime
Fig. 12. The effect of noise in (A&B) the stalled regime with R ¼ 0:2 and d ¼ 0:7, and (C&
with (A) N0 ¼ 4e� 2; (B) N0 ¼ 7e� 2; (C) N0 ¼ 5e� 2; (D) N0 ¼ 8e� 2. In panels B and D
events according to the same scheme as in Fig. 11.
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appears to be the most compatible with the experimentally
observed patterns of protrusion.

While the spatiotemporal dynamics of the PDE model suggest
that the bistable regime is a likely a candidate for rough motility,
we may also draw a similar conclusion based on population statis-
tics of the modes of motility. Experimental manipulations in
Barnhart et al. (2017) suggested that the parameter regime associ-
ated with rough motility should grow in size as the maturation rate
of adhesions R is decreased (see right panel in Fig. 13A, adapted
from Fig. 1M in Barnhart et al. (2017)). This assumption may be
justified by considering the heterogeneity of a population of cells
as a set of points in parameter space (e.g., see the blue and pink
ellipses in Fig. 13C for an illustration in d;Rð Þ-space). Plating cells
on a substrates of varying adhesiveness corresponds conceptually
to varying the R parameter-value of a population of cells, where
substrates with a high (medium) adhesiveness corresponds to a
larger (smaller) value of R highlighted by the blue (pink) ellipses
in Fig. 13. This means that populations of cells plated on substrates
of varying adhesiveness will have differing proportions of cells in
the distinct parameter regimes identified above. Given this per-
spective, it seems most likely that rough motility is produced by
the bistable regime, as it is the only regime which grows with
decreasing R. We therefore conclude, based on these two
D) bistable regime with R ¼ 0:02 and d ¼ 0:71. Kymographs of protrusion velocity
, we have labeled kymograph tracks generated by the pipeline and their termination



Fig. 13. Population level dynamics as predicted by the PDE model defined by Eqs. (1)–(3). (A) Experimental data adapted with permission from Barnhart et al. (2017). Left:
Kymograph of protrusion velocity for a cell undergoing rough motility (Fig. 1F in Barnhart et al. (2017)). Right: bar graph depicting changes in population-level statistics of the
modes of motility on substrates with medium and high levels of adhesion (Fig. 1M in Barnhart et al. (2017)). (B) Kymograph analysis of the data in panel A (left), using the
pipeline (see Fig. 11 for the labeling scheme). (C) Qualitative depiction of the intercellular heterogeneity in d;Rð Þ-parameter space. A population of cells plated on substrates of
high (medium) adhesiveness is depicted as a blue (pink) ellipse. By varying the value of adhesion maturation rate R of a population of cells, produces a shift in population
dynamics. The size of the sub-populations within each ellipse, defined by the five distinct parameter regimes described in Fig. 3, get altered as a result. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
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arguments, that the bistable regime is the most compatible with
the rough mode of motility.
6. Discussion

We have analyzed in detail the underlying dynamics of a model
of traveling waves of protrusion that arise due to actin polymeriza-
tion in the lamellipodium. By underlying dynamics, we specifically
mean the spatiotemporal PDE model (1)–(3) without its spatial

term @x C�1@XB
	 


, which yields a simpler system of ODEs. This spa-

tial term appears at first to be a diffusion-like term as it contains
the second spatial derivative of the barbed actin tip density B.
However, since C ¼ C Bð Þ, this spatial transport term is somewhat
more complicated than that. In fact, it represents the advective
transport of barbed actin tips due to polymerization which is not
obvious from its form in Eq. (1) (Lacayo et al., 2007). Therefore,
our analysis of the ODE system gives us insight into the intrinsic
dynamics of the system independent of any spatial considerations,
where we may assume that any significant spatial gradient in B is
advected (i.e., transported with a constant speed) along the leading
edge to produce traveling waves of elevated or depleted B. Anecdo-
tally, we have observed that this gradient must be sufficiently
steep to propagate with appreciable speed, and investigation of
wave-speed should be pursued further to gain a more complete
understanding of the model.

The primary objectives for this study were to (i) decipher the
excitability properties of the ODE model (6)–(8)), (ii) determine
the bifurcation points that define the boundaries of all the regimes
of behaviour exhibited by the PDE model, and (iii) understand the
model’s connection to rough motility in more detail. Through this
analysis, we successfully identified in both the ODE and PDE mod-
els the three original regimes of behaviour found in Barnhart et al.
(2017), namely, stalled, waving and smooth motile regimes, and
discovered two new ones, namely the bistable and traveling wave
pulse regimes.

When analyzing kymographs of the experimental data in
Barnhart et al. (2017), we used a pipeline capable of distinguishing
between the three termination events seen in kymographs tracks:
annihilation, collision, and refractory; this revealed that the
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dynamics of rough motility exhibits approximately equal mixture
of refractory and annihilation wave terminations. The traveling
wave pulse regime was initially thought to be a good candidate
for explaining rough motility seen in fish keratocytes because of
its sensitivity to noise. However, after further examination of this
regime using the same pipeline, we found that it predominantly
produces traveling waves of protrusion that are not compatible
with rough motility (see Fig. 11) and it has an inappropriate shape
in d;Rð Þ-space (see Fig. 3.3). In Barnhart et al. (2017), it was hinted
that the stalled regime could explain rough motility. However, our
kymograph analysis suggested that its spatiotemporal dynamics
exhibit primarily refractory wave termination events.

Interestingly, our kymograph analysis of the newly-identified
bistable regime showed that it can produce a mixture of refractory
and annihilation wave termination events, and that it has a shape
in d;Rð Þ-space that is most compatible with experimentally
obtained population statistics (see Fig. 13). The latter was assessed
by evaluating population shifts in parameter space while decreas-
ing the maturating rate of NAs (assumed to be reflective of less
adhesive substrates). Based on this analysis, it seems most likely
that rough motility is caused by cells being in the bistable regime.
We note that the ratio of annihilations to refractory terminations
in the bistable regime seems to be controlled by the system’s close-
ness to HB1, with annihilations becoming more frequent close to
that bifurcation. This finding is in agreement with our characteri-
zation of the traveling wave pulse regime which is bounded to
the left by HB1. Given that some periods of the experimental
recording shown in Fig. 13C predominantly exhibit annihilations
while others predominantly exhibit refractory collisions, it is pos-
sible that there exists some slow process that modulates closeness
to HB1, leading to this apparent switching in qualitative behaviour.

We do wish to note here that noise has been treated as an
extrinsic parameter than can be varied from arbitrarily small val-
ues to arbitrary large ones. However, it would be quite important
to determine the noise magnitude from the intrinsic dynamics of
the chemical reactions (Gillespie, 2002). Perhaps with such consid-
erations, the traveling wave pulse regime may behave differently.
However, as it stands, we cannot reconcile the traveling wave
pulse regime with rough motility without applying some rather
contrived assumptions on noise magnitude.
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One peculiar feature of the ODE model analyzed in this study is
its ability to produce canard orbits governed by a folded-saddle.
These canard orbits were investigated here by analyzing both the
layer problem and the desingularized reduced problem. The layer
problem was formed by assuming that the slow variables are con-
stants, while the desingularized reduced problem was obtained
initially by setting the fast variables to steady state (forming the
reduced problem) followed by rescaling time to remove singulari-
ties. It is important to point out here that the reduced problem
define the critical manifold of the system. Applying this approach
allowed us to characterize the folded singularities responsible for
generating the observed canards and to identify how they are
generated.

Due to the ambiguity in the definition of critical barbed end
density Bc introduced in Eq. (5), we introduced a new definition
of the velocity V in Eq. (9) that resolved the issue of continuity.
Nonetheless, Eq. 5 shows that Bc can attain two different values:
B0
c and 1þ Eð ÞB0

c . Determining which one of these is more critical
in delineating the dynamics of the PDE model was one of the ques-
tions that we tackled in this study. Given that each value of Bc can
produce its own set of bifurcation points in the parameter space
defined by R and VASP delivery rate d, we decided to apply the con-
tinuation method using both sets of bifurcation points and com-
pare the results to the boundaries of the regimes of behaviour
obtained by the PDE model. Our results showed that, when plotting
the two-parameter bifurcations of the ODE model in d;Rð Þ-plane,
some boundaries of the three original parameter regimes identified
in Barnhart et al. (2017) coincided with those defined with the
lower value of Bc while the others coincided with those defined
by the other value. This highlights the importance of using the for-
malism introduced in Eq. (9) and the relevance of simplifying the
PDE model into an ODE model to decipher dynamics more
precisely.

The dynamics of NA maturation in the PDE model were
described using a simplified ODE formalism that accounts for the
birth, decay and drift of NAs but neglects the effect of mechanical
force on the system, an important aspect of NA dynamics. Theoret-
ical models of NAs have mainly focused on how mechanochemical
perturbations of stable adhesions lead to different modes of
growth or shrinkage (MacKay and Khadra, 2020); however, the
dynamics of adhesion assembly from a single molecular complex
to its macromolecular steady state remains poorly understood,
particularly when the chemical bonds involved are under tension.
We previously developed a biophysical model of NAs to elucidate
the effect of mechanical stress on the dynamics of adhesion assem-
bly and showed, using bifurcation theory and stochastic simula-
tions, what the mechanical conditions are necessary for the
assembly and disassembly of these NAs (MacKay and Khadra,
2019). Understanding how the dynamics of this model affect the
spatiotemporal patterns of activity seen in motile cells remains
to be seen. This can be accomplished through coupling such bio-
physical model with the ODE model presented here.
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Appendix A. Routh-Hurwitz criterion

The characteristic polynomial for system (6)–(8) evaluated at
the stalled equilibrium (i.e., Eq. (10)) may be expressed as
P sð Þ ¼ s3 þ a1s2 þ a2sþ a3, where

a1 ¼ h x� Kþx2ð ÞþRþxð Þþh2 Kþxð ÞþRx2�
h Kþxð ÞþR

a2 ¼ hx hþ� hKþRþ hþ1ð Þx2ð Þð Þ
h Kþxð ÞþR

a3 ¼ h2x3�
h Kþxð ÞþR ;

with x ¼ 1� d. Let z ¼ a1a2 � a3; in order to satisfy the Routh-
Hurwitz stability criterion, we must show that a1; a3 > 0 and
z > 0. Assuming that all model parameters are positive, the first
two conditions are satisfied under the constraint x > 0 () d < 1.
Therefore, we must show that z > 0 with z is given by

z¼ hx
h Kþxð ÞþRð Þ2 h x� Kþx2

� �þRþx
� �þh2 Kþxð ÞþRx2�

	 

hþ� hKþRþ hþ1ð Þx2� �� �h

� hx2� h Kþxð ÞþRð Þ�:
Notice that z > 0 if the expression inside the square brackets is

positive, and that this expression may be decomposed into the sum
of one positive term (the first one) and one negative term (the sec-
ond one). Thus we must simply show that the first term is larger
than the second. Expanding in h, the first term is given by

R2x2�2þRx4�2

þh KRx2�2þx2� x� Kþx2
� �þRþx

� �þR� x� Kþx2
� �þRþx

� �þRx4�2þRx2�
h i

þh2 x2� x� Kþx2
� �þRþx

� �þK� x� Kþx2
� �þRþx

� ��
þR� Kþxð Þþx� Kþx2

� �þRþxþx2� Kþxð Þ�
þh3 x2� Kþxð ÞþK� Kþxð ÞþKþx

� �
;

and the second term is given by

� h2x2� K þ xð Þ � hRx2�:

Notice that each negative terms in the second expansion has a
corresponding positive term in the first expansion. Indeed, the first
(second) term in the second expansion cancels with the last term
in the fourth (second) line of the first expansion. This means that
z > 0, provided x > 0, and that d < 1 is a necessary and sufficient
condition for the stalled equilibrium to be stable (based on the
Routh-Hurwitz Criterion).

Appendix B. Kymograph analysis

Kymographs of protrusion velocity were obtained by numerical
simulation of Eqs. (1)–(3) or through digitization of figures in
Barnhart et al. (2017). In order to make these images suitable for
automated analysis, we employed some pre-processing steps to
clean up the images and thin out the blotches of protrusion. These
pre-processing steps were carried out using MATLAB 2018a
(Matlab Version, 2018); that included: (1) colormap inversion of
RGB images to convert them to greyscale (rgb2ind() in MATLAB),
(2) binarization of images through simple thresholding, (3) skele-
tonization (bwskel() in MATLAB). These skeletonized images were
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then loaded into Mathematica and segmented into groups of con-
nected kymograph tracks (MorphologicalComponents[] in Mathe-
matica). These kymograph segments were then analyzed using
KymoButler in Mathematica (Jakobs, 2019), a recently-published
automated kymograph analysis software that uses deep learning.

Tracks from all segments were then classified according to
specific criteria. Firstly, we defined a threshold t that allowed us
to asses these criteria. If a track traveled a vertical distance less
than t=2 since it last came within a euclidean distance t of another
track, then this former track was classified as having been annihi-
lated. This means that the remaining tracks terminated either
through a collision with another track or through a collision with
a refractory zone. If a non-annihilated track terminated with a
euclidean distance less than t from another track, it was classified
as a having collided with that other track. Otherwise, the track was
classified as having terminated by collision with a refractory zone.
These criteria thus defined the three track termination types
described herein, namely, (i) annihilation, (ii) collision and (iii)
refractory, respectively. Finally, we used t ¼ 12 for the kymographs
in Fig. 11, t ¼ 6 for Fig. 12, and t ¼ 8 for Fig. 13. The codes for this
pipeline along with other simulations are available here (MacKay
et al., 2020).
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